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ADVA Optical Networking

Our History
* More than 18 years of innovation
* Public company (FSE: ADV, TecDAX)

Our Company
* $432M revenue and 1350+ employees (2012)

Our Markets
» Operator, enterprise, government, research & education

Our Leadership

Y ik

innovative Optical+Ethernet transport solutions
that ADVANCE next-generation networks for
data, storage, voice and video services.”

Trusted partner for speed and innovation.
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ADVA Products & Solutions
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Our Global Presence
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http://moss/info/locations/Pages/gdn.aspx

Serving Research & Education in Poland

GDANSK

-, _ '}‘Roszm_w

[KAUBASKO WD, —~
* FSZCZECIN

—

L 8YDGOSZCZ »
10 Hamberg \"3
/m.n-:‘

P POZNAN

D

ZIELONA

GORA

- CODZQ‘

CZESTOCHOWA
,, ~

/ WROCLAW

OPOLE

\x

GCRONOWD J
o -4

50 o

TORUN

.Y > e - j‘ : l;
J \

(0GROBNIKI
OLSZTYN <1 .

- | r g N -
\/LR' \ PROZNIC A

\ Yoo EIATOSTOREE

BIALYSTOK

/

WARSZAWA

: PULAWY
RADOM LJ K{ <
i "2
: LUBLIN
’&"_ J KIELCE \

GLIWICE

)
KRAKOW

_————4'/'4\_,/

RZESZOW

» Purpose
» National Backbone
» Applications
» GRID COMPUTING
» Distributed storage
» Optical VPNs
» Virtual laboratories
» Distance learning
» Size & Service
» >4.000km
» 21 academic MAN sites
» N x 10GbE LAN PHY
» Performance
» Reliable, high speed
connectivity
» Flexible infrastructure
for science, R&D &
education

Delivering the optical infrastructure for the national Polish research network. ]
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Optical Network Trends
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What Happens in One Internet Minute?
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The Big Picture - Mega Trends
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Mobile
Broadband

ﬁ\’lobi/e data traffic will
increase 13-fold between
2012 and 2017. There will
be over 10 Billion mobile-

Feb. 2013

\&

connected devices in 2017.”

Cisco Visual Networking Index,

~

Cloud Services &
Big Data

~

/“In a few years,

we can expect the
communications industry
to look and feel similar to
the IT industry.”

Network Function Virtualization

4
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k Operator Paper, Oct. 2012 j
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Software-Defined
Networking

~

/“SDN is possibly the
biggest shift in telecoms
in 30 years...

The network is finally
the computer.”

M. Finnie, Interoute,
\ Oct. 2012
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Access and Backhaul

Capacity needs outstrip
copper & pwave capabilities

Fiber needs to be driven
deeper into the access

Wholesale models become
more prevalent

Mobile networks impose new
backhaul requirements

Virtual network functions

Cell Sites (M)
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are replacing network hardware

r

Optical infrastructure becomes the convergence layer for fixed and mobile services.
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Metro and Core
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Agile and scalable optical networks are cornerstones for increased efficiency.
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http://www.infonetics.com/

Data Center and Enterprise

566
l - Data center capacity
is growing dramatically
« Cloud services are on the rise Peak requests
_ 370,000k + 262
« Rack space, power and cooling per second
are becoming critical resources
- 102
- Data center connectivity and
40
access become bottlenecks 5g 14
— |
° Network Virtualization |S CrUCiaI Tota}I'number of objects stored in Amazon S3 amazon
in billion webservices™

for data center resource sharing

Optical technology will be the foundation for Exa-scale cloud data centers.
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Optical Network Innovation
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Access and Backhaul Innovation
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Data Center and Enterprise Innovation

400G+ Interconnects Cloud Networking
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Metro and Core Innovation
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Management and Control Innovation
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ADVA SDN Trial Activities

First Optical OpenFlow Demonstration
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Summary & Outlook
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Quo Vadis Optical Networking?

Scalable capacity

Open
Ap licati [ High energy
pplications \\7 }2 efficiency

Automation &
Simplicity /__, — Centralized
3 mtelhgence

-
Function \D) 4

\ N Network
virtualization

programmability

The future leaves much room for innovation! l
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Towards Pb/s Networks
The Next Disruptive Innovation?
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New fibers along with new system approaches for the next x10 capacity increase?
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Thank you B The Future

NEXT EXIT N

jelbers@advaoptical.com

IMPORTANT NOTICE

The content of this presentation is strictly confidential. ADVA Optical Networking is the exclusive owner or licensee of the content,
material, and information in this presentation. Any reproduction, publication or reprint, in whole or in part, is strictly prohibited.

The information in this presentation may not be accurate, complete or up to date, and is provided without warranties or representations
of any kind, either express or implied. ADVA Optical Networking shall not be responsible for and disclaims any liability for any loss or
damages, including without limitation, direct, indirect, incidental, consequential and special damages, alleged to have been caused by
or in connection with using and/or relying on the information contained in this presentation.

Copyright © for the entire content of this presentation: ADVA Optical Networking.



